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Overview

• Application:       Geographic Information System (GIS)
Spatial Database

• Novelties:
• An adaptive partitioning method for spatial datasets (ADP)

• A parallel version of ADP (ParADP)

• Experimental results



Background: Geometry and its bounding 
rectangle

A lake with more than 100K points

Outline of WI, USA Outline of USA

Polygon(20 30, 25 40, .., )

MBR = Rectangle
4 points in 2D



Background: Spatial Data Partitioning

Uniform partitioning Quadtree partitioning



Background: Spatial Data Join



Existing Problems: Load Imbalance

Number of geometries shown in each grid cell. The workload of a cell in grid C 
is the product of the number of geometries present in corresponding cells in A 
and B (e.g., workload in the fourth cell is 9*5).



Existing Problems: Duplications

Mapping of candidates to 
grid cells. Using current 
partitioning methods, r1 is 
kept in cell ids (I, C), (I, D), 
(II, C), (III, B), (IV, A), (IV, 
B), and (V, A).



ADP: Duplications Avoidance
Mapping of candidates to grid 
cells.(r1, s1),(r1, s2),(r2, s3) are 
candidates. Geometry r1 is not 
stored in cell ids (D, I), (C, I), 
(B, III), (B, IV), and (A, IV) even 
though it passes through these 
grid cells. Instead, r1 is stored 
in cells (C,II) and (A,V) because 
it is part of two candidates (r1, 
s1) and (r1, s2) only.



ADP: Load Balancing

• Partitioning based on both layers.

• Considering each geometry’s weight.

• Using a quadtree approach

• Weight of a candidate

𝑊 = ( 𝑛 +𝑚 log(𝑛 +𝑚))

Where n and m are numbers of vertices in each geometry.



ADP algorithm



Parallel Adaptive Partitioning (ParADP)

• ADP is slow.

• Each step in ADP relays on the result from its prior step.

• Load balancing problem.



ParADP

• Load balancing problem for ParADP is a chicken-egg problem.

• Each compute node takes part of data from two input datasets.

• Using Parallel Sorting by Regular Sampling to sort candidates.

• Utilizing shared memory in a distributed memory architecture.



ParADP

ParADP using 4 compute nodes with 4 cores in each node. 
Longitudinal thick black lines are for rearranging data between nodes.
The green lines are for data distribution within a node.



ParADP

Parallel partitioning of two large datasets into 8192 grid cells using ParADP



Experimental: Storage Space

*Attributes of the datasets



Experimental: Load balancing

Execution time of applying Intersectson on 8192  different cells of the partitioned parks and sports. 
The data sets are partitioned into 8192 cells by ParADP and Quadtree partitioning.



Experimental: Load balancing

Execution time of applying Intersectson on 8192  different cells of the partitioned parks and sports. 
The data sets are partitioned into 8192 cells by ADP and ParADP.



Experimental: ParADP Strong & Weak Scaling



Experimental: Speedups of ParADP w.r.t. ADP

Time complexity analysis shows that ParADP is
NP faster than ADP.  The experimental result 
approves it.
Specific analysis is in this paper, Section IV.B.
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Thank you!


